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TODAY

• Session 1: Machine Learning Intro

• Honest Assessment Approach to prevent overfitting

• Session 2: Using Standard JMP

• Regression, Partition, Neural & Predictor Screening

• Creating variable subsets for validation, K-fold, Excluded row holdback, Other criterion

• Session 3: Using JMP Pro

• Generalized Regression, BF & BT, Dual-layer NN, Boosted NN,

• Validation column creation options

• Model Comparison

• Model Publishing – Formula Depot



QUESTIONS FROM END OF SESSION 1 IN AUGUST

1. Does Bootstrap Forest detect Interactions?

2. Difference between stratification and grouping?

Feel free to ask questions as we go along.



OUTLINE

• Resources

• Machine Learning from a Process Perspective

• Moving from Data to Understanding

• Model Overelaboration

• Honest Assessment to Prevent Overfitting

• Helicopter Surveillance – Supervised Learning Example

• Robust Machine Learning Strategy

• Countering Transnational Threats – Unsupervised Learning Example

• Apply Machine Learning to new types of data – Text & Data Streams

• Takeaways



RESOURCES

My Recorded Tutorials & Slide Decks at www.jmp.com/fedgov

http://www.jmp.com/fedgov


RECENT CHANGE TO 

COMMUNITY.JMP.COM

PUT THE LEARN JMP CONTENT 

ALL TOGETHER IN ONE PLACE

Find many topics not covered on the 

FedGov Users Resources Page

www.jmp.com/fedgov



https://www.jmp.com/en_us/statistical-thinking.html

https://www.jmp.com/en_us/statistical-thinking.html


https://www.jmp.com/en_us/online-statistics-course.html

https://www.jmp.com/en_us/online-statistics-course.html


RESOURCES

• Demystifying Data Science presented at DATAWorks 2018 

by Prof. Alyson Wilson, NC State Laboratory for Analytical Sciences
https://dataworks2018.testscience.org/wp-content/uploads/sites/8/2018/03/demystifying-data-science_Alyson-Wilson.pdf

Data science is the new buzz word – it is being touted as the solution for everything 

from curing cancer to self-driving cars. How is data science related to traditional 

statistics methods? Is data science just another name for “big data”? In this mini-

tutorial, we will begin by discussing what data science is (and is not). We will then 

discuss some of the key principles of data science practice and conclude by 

examining the classes of problems and methods that are included in data science.

https://dataworks2018.testscience.org/wp-content/uploads/sites/8/2018/03/demystifying-data-science_Alyson-Wilson.pdf


https://www.jmp.com/en_us/events/statistically-speaking/events/aug-13/live-stream.html

Dr. Laura Freeman, Virginia Tech, Director Intelligent Systems Lab, 

Hume Center for National Security and Technology – August 13th

https://www.jmp.com/en_us/events/statistically-speaking/events/aug-13/live-stream.html


Download white paper

https://www.jmp.com/en_gb/whitepapers/jmp/jmp-synergies-using-jmp-and-jmp-pro-with-python-and-r.html

https://www.jmp.com/en_gb/whitepapers/jmp/jmp-synergies-using-jmp-and-jmp-pro-with-python-and-r.html
https://www.jmp.com/en_gb/whitepapers/jmp/jmp-synergies-using-jmp-and-jmp-pro-with-python-and-r.html


JMP® ANALYTIC WORKFLOW

Compile Data

Prepare/Curate Data

Explore & Visualize Data

Analyze Data/Build Models

Organize Results/Findings

Share Results/Communicate



RESOURCES GO-TO BOOK TO TEACH DATA SCIENCE IN R - (ALYSON WILSON)

G. Shmueli, P. Bruce, I. Yahav, N. Patel, K. Lichtendahl (2018).

Data Mining for Business Analytics: Concepts, Techniques, 

and Applications in R. John Wiley & Sons.

G. Shmueli, P. Bruce, P. Gedeck, N. Patel (2019).

Data Mining for Business Analytics: Concepts, Techniques, 

and Applications in Python. John Wiley & Sons.

G. Shmueli, P. Bruce, M. Stephens, N. Patel (2017).

Data Mining for Business Analytics: Concepts, Techniques, 

and Applications with JMP Pro®. John Wiley & Sons.



MACHINE LEARNING FROM A PROCESS PERSPECTIVE

Data Mining for Business Analytics: Concepts, Techniques, and Applications with JMP Pro®.

G. Shmueli, P. Bruce, M. Stephens, N. Patel (2017). 



Co pyright © SAS  Inst i tute Inc .  A l l  r ights reser ved.

So, do we throw the book at our problem?

Maybe not the whole book, 
but perhaps the prediction 
and classification sections.

Goal is to streamline workflow 
to rapidly identify the top 
contending modeling methods.

Rather than iteratively fitting all models, 
simultaneously fit just the desired ones 
and compare their performance.



Co pyright © SAS  Inst i tute Inc .  A l l  r ights reser ved.

JMP Pro 16 Adds 
Model Screening

Run selected models all at once, then view ranked performance

JMP Pro can Publish models in 
Python, C, SAS, SQL, JavaScript

Even run XGBoost
via a JMP Addin



Chapter 1: Introduction ........................................................................ 1

Chapter 2: Statistics Review .............................................................. 11

Chapter 3: Dirty Data ......................................................................... 33

Chapter 4: Data Discovery with Multivariate Data .............................. 57

Chapter 5: Regression and ANOVA ..................................................... 87

Chapter 6: Logistic Regression ........................................................ 131

Chapter 7: Principal Components Analysis ....................................... 159

Chapter 8: Least Absolute Shrinkage and Selection Operator and

Elastic Net ....................................................................................... 173

Chapter 9: Cluster Analysis .............................................................. 185

Chapter 10: Decision Trees .............................................................. 211

Chapter 11: k-Nearest Neighbors ..................................................... 231

Chapter 12: Neural Networks ........................................................... 245

Chapter 13: Bootstrap Forests and Boosted Trees ........................... 267

Chapter 14: Model Comparison ........................................................ 285

Chapter 15: Text Mining ................................................................... 319

Chapter 16: Market Basket Analysis ................................................. 355

Chapter 17: Statistical Storytelling ................................................... 365

RESOURCES MY FAVORITE BOOK TO LEARN MACHINE LEARNING METHODS

Go to www.jmp.com/books for a 20% discount use code “SASCBP20”

http://www.jmp.com/books


MACHINE LEARNING VS. DATA MINING VS. ARTIFICIAL INTELLIGENCE

• Machine Learning: focused on prediction, based on known 

properties learned from the training data.

• Data Mining: focused on the discovery of (previously) 

unknown properties in the data.

• Data Mining + Machine Learning are currently being rebranded 

as Artificial Intelligence.



“I’ve got data. 
What I need is information.  
More than that I need knowledge.  
And, more than that I need understanding.  
So, I can take action.”

“Why is a 4-star talking to a roomful of analysts?”

Admiral James “Sandy” Winnefeld Jr. (retired)
Vice Chairman of the Joint Chiefs of Staff (2011-2015)
Speaking at MORS MDA Workshop, Point Loma, CA, May 2011

Faster



All models are wrong, but some are useful.

Since all models are wrong the scientist cannot obtain a 

“correct” one by excessive elaboration. … 

overelaboration and overparameterization is often 

the mark of mediocrity.

George E. P. Box (1979)

George E. P. Box (1976)



Overelaboration in Modeling



Overelaboration in Modeling



Overelaboration in Modeling



Overelaboration in Modeling



Overelaboration in Modeling





“Everything should be made as simple as possible, 

but not simpler.”

Attributed to Albert Einstein (1950)





The bias error is an error from 

erroneous assumptions in the 

learning algorithm. High bias can cause 

an algorithm to miss the relevant 

relations between features and target 

outputs (underfitting).

The variance is an error from sensitivity 

to small fluctuations in the training set. 

High variance can cause an algorithm 

to model the random noise. in the 

training data, rather than the intended 

outputs (overfitting).

“One can fit the data from a process 

but not necessarily fit the process from 

which the data come.” – Bob Wheeler

https://en.wikipedia.org/wiki/Bias_of_an_estimator
https://en.wikipedia.org/wiki/Variance






USE JMP TRADE-OFF AND OPTIMIZATION



SHARE RESULTS ON JMP PUBLIC OR JMP LIVE

View optimizations 

on your phone. 

Scan the QR code 

to launch browser, 

then use finger to 

interact with the 

Prediction Profiler 

and to “Apply” 

saved settings.



SURROGATE MODELING OF A COMPUTER SIMULATION

HELICOPTER SURVEILLANCE – IDENTIFYING INSURGENTS

• 2009 International Data Farming Workshop - IDFW21, Lisbon, Portugal

• Largely German team (6 of 8) – their simulation

• 6500 simulations run overnight on cluster in Frankfurt

• Space Filling Design of Experiments (DOE)

• 65 unique combinations of 6 factors (each factor at 65 levels) 

• each case had 96 to 100 replications (lost a few)

• Response = Proportion of Insurgents Identified = 

PropIdentINS Data bounded between 0 and 1

• Explore data visually first

• Fit many different models using “Train, Validate (Tune), Test” subsets

• Compare Actual vs. Predicted for Test Subsets



DISTRIBUTIONS OF

1 RESPONSE AND

6 FACTORS



SPACE-FILLING DOE



PROPIDENTINS VS. X 

FOR 6 FACTORS



PROPIDENTINS VS. X 

FOR 6 FACTORS



PROPIDENTINS VS. 

CAMOUFLAGE AT 

DIFFERENT HEIGHTS



HONEST ASSESSMENT APPROACH

USING TRAIN, VALIDATE (TUNE), AND TEST SUBSETS

Used in model selection and estimating its prediction error on new data

The Elements of Statistical Learning – Data Mining, Inference, and Prediction

Hastie, Tibshirani, and Friedman – 2001  (Chapter 7: Model Assessment and Selection)



HONEST ASSESSMENT APPROACH

USING TRAIN, VALIDATE (TUNE), AND TEST SUBSETS

NOTE: Same proportion of PropIdentINS in each Subset

The Elements of Statistical Learning – Data Mining, Inference, and Prediction

Hastie, Tibshirani, and Friedman – 2001 

(Chapter 7: Model Assessment and Selection)



HONEST ASSESSMENT APPROACH

USING TRAIN, VALIDATE (TUNE), 

AND TEST SUBSETS

Stratified Data Partitioning 

Add-in available for JMP

(courtesy of the “”Data Doctor”)

Also, in base JMP: 

Initialize Data Randomly in a 

new column (no stratification)



HONEST ASSESSMENT APPROACH

USING TRAIN, VALIDATE (TUNE), 

AND TEST SUBSETS

Discovery 

Summit 

Video Link

https://community.jmp.com/t5/Discovery-Summit-Americas-2020/The-Imbalanced-Classification-Add-In-Compare-Sampling-Techniques/ta-p/281551



R-SQUARE VS. 

NUMBER OF SPLITS

(FOR 1 RANDOM TVT)

Train

Test

Validate (Tune)



DECISION TREE

1

0

3 2

45

Each split finds the cut point among all factors that creates the 

biggest difference in the means of the two partitions of the data



DECISION TREE

Can be interpreted as a series 

of nested “If” statements

1

0

3 2

45

0

1R

2R

3 but pred. @ 2L 5R 4R

Each split finds the cut point among all factors that creates the 

biggest difference in the means of the two partitions of the data



HONEST 

ASSESSMENT

WHEN DATA MINING

SUBSET DATA TO CREATE TRAIN, VALIDATE(TUNE), & TEST GROUPS

USE VALIDATE(TUNE) GROUP TO PREVENT OVERFITTING DATA MINING MODELS

20 more splits to raise Val 

R^2 from 0.908 to 0.915

First 5 splits raise Val 

R^2 from 0 to 0.908

1

3 2

45



COMPARE SEVERAL MODELS
Logistic Regression, Partition with 5-Splits, Neural Network, & LASSO Binomial

R^2 

0.876

0.908

0.912

0.916



ACTUAL VS. PREDICTED PLOTS FOR TEST DATA ONLY

Four Models

1. Logistic Regression

2. Partition with 5-Splits

3. Neural Network

4. LASSO (Binomial Distribution)



ACTUAL VS. PREDICTED PLOTS 

FOR TEST DATA ONLY

LOGISTIC REGRESSION

PARTITION WITH 5-SPLITS

NEURAL NETWORK

LASSO (BINOMIAL DIST.)



MACHINE LEARNING 

ROBUST STRATEGY 

1) BOOTSTRAP FOREST DECISION TREE – DON’T MISS AN IMPORTANT VARIABLE

2) NEURAL NETWORK – OFTEN MOST FLEXIBLE & BEST PREDICTING MODEL

3) PENALIZED REGRESSION – MORE INTERPRETABLE MODEL + CONF. INTERVALS  

AND CAN BE NEARLY AS ACCURATE AS NEURAL NETWORK

Inputs 2nd Hidden

Node Layer

1st Hidden

Node Layer

Output



ROBUST STRATEGY FOR 

MACHINE LEARNING

1) BOOTSTRAP FOREST DECISION TREE – DON’T MISS AN IMPORTANT VARIABLE

2) NEURAL NETWORK – OFTEN MOST FLEXIBLE & BEST PREDICTING MODEL

3) PENALIZED REGRESSION – MORE INTERPRETABLE MODEL + CONF. INTERVALS

NOT just better prediction, but better understanding!

1) Bootstrap Forest

100
Inputs 2nd Hidden

Node Layer

1st Hidden

Node Layer

Output

2) Neural Net

3) Penalized Regression



Top 11 of 44

BOOTSTRAP FOREST – VARIABLE SELECTION W/44 FACTORS

3 dummy 

factors 

created 

from 

random 

data



Top 11 of 44

FAST VARIABLE SELECTION WITH 200 CONT. & 50 CAT. FACTORS & 12,000 ROWS

BOOTSTRAP FOREST (LEFT) & PREDICTOR SCREENING (RIGHT)



UNSUPERVISED ML CLUSTERING OF DATA

1.Voice and Accountability (VA)

2.Political Stability (PS) and Absence of Violence/Terrorism

3.Government Effectiveness (GE)

4.Regulatory Quality (RQ)

5.Rule of Law (RL)

6.Control of Corruption (CC)

The analysis was performed for the 213 

countries in the Worldwide Governance 

Indicators, 2011 Update data set.  The 

data set can be downloaded from the 

following link:  www.govindicators.org.  

These are the six aggregate indicators 

of broad dimensions of governance:

The 24 columns in the heat map are 

color coded based on the values of the 

6 aggregate indicators (CC, GE, PS, 

RL, RQ, & VA) for the 4 years 1996, 

1998, 2000, and 2002.  The 12 lowest 

scoring countries are grouped in cluster 

#1 shaded red at the top of the chart.  

The 17 highest scoring countries are 

grouped in cluster #13 shaded green at 

the bottom of the chart. 

http://www.govindicators.org/


COMPARING WGI 

RANK PERCENTAGE 

FOR 2 PAIRS OF 213 

COUNTRIES FROM 

MOST & LEAST 

STABLE CLUSTERS

Six WGI Indicator Ranks (%) vs. Year for 4 Countries: United States, Switzerland, Sierra Leone & Somalia

(Shown for reference are Mean Rank of all 213 countries and Mean Ranks of Top and Bottom of 13 Clusters)

Six World Governance Indicators (WGI)
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Control of Corruption Government Effectiveness

Political Stability Regulatory Quality

Rule of Law Voice and Accountability

1996 1998 2000 2002 2004 2006 2008 2010 1996 1998 2000 2002 2004 2006 2008 2010

Year

Mean Rank of Bottom WGI 96-02 Cluster

Rank of SOMALIA

Rank of SWITZERLAND

Mean Rank of 213 WGI Countries (13 Clusters)

Mean Rank of Top WGI 96-02 Cluster

Rank of UNITED STATES

Rank of SIERRA LEONE

NOTE: Thirteen clusters of countries determined 

using 24 data values for 6 WGI indicators from 

years 1996, 1998, 2000 and 2002.  Two 

representative countries are shown from both the 

top and bottom clusters.



DATA WRANGLING
RECODE, OUTLIER DETECTION, AND IMPUTE MISSING VALUES, STACK, SPLIT, ETC.

“60% TO 95% OF THE TIME IS SPENT PREPARING THE DATA”*

* “85.32% OF ALL STATISTICS ARE MADE UP” – PROF. DICK DE VEAUX



EXPLORATORY TEXT 

ANALYSIS 
DIMENSION REDUCTION OF SPARSE DOCUMENT TERM MATRIX INTO DOCUMENT

AND TERM VECTORS – ALSO CLUSTERING OF DOCUMENTS AND TOPICS



Copyright © 2018, SAS Institute, Inc.  All rights reserved.

DoE FactorsFunctional Data Curve

Copyright © 2018, SAS Institute, Inc.  All rights reserved.

FUNCTIONAL DATA 

ANALYSIS 

MODELING THE “SHAPE” OF A STREAM OF DATA – SHAPE IS THE FUNDAMENTAL 

UNIT OF OBSERVATION – DIMENSION REDUCTION WITH FUNCTIONAL PCA

ABLE TO CONTROL AND PREDICT SHAPE AS FUNCTION OF DOE FACTORS



THREE TAKEAWAYS

I. Don’t just model for Best Prediction, also seek the Most Understanding

II. Prevent Overfitting Models Using Training, Validation, and Test Subsets

III. Robust 3-Step Machine Learning Strategy

1. Use Bootstrap (Random) Forest to avoid missing a variable

2. Use other Machine Learning methods to create Best Prediction Model (often 

a neural net is most flexible, but not always)

3. Use Penalized Regression methods (e.g. LASSO) to get a more interpretable 

model – sacrifice some accuracy for improved understanding
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