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Why do we design experiments?
From asq.org/quality-resources

It allows for multiple input factors to be manipulated, determining 
their effect on a desired output (response). By manipulating multiple 
inputs at the same time, DOE can identify important interactions that 
may be missed when experimenting with one factor at a time.

A well-performed experiment may provide answers to questions 
such as:

1. What are the key factors in a process?

2. At what settings would the process deliver acceptable 
performance?

3. What are the key, main, and interaction effects in the process?
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Why do we design experiments

Let’s focus on that second part…

1. What are the key factors in a process?

2. At what settings would the process deliver acceptable 
performance?

3. What are the key, main, and interaction effects in the process?

#1 and #3 sound a lot like explaining.

#2 sounds a lot like predicting.

The generalized regression platform in JMP Pro makes it easy to tackle all 3.
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Why do we design experiments?
An example

The Great Cookie Experiment at Discovery Europe 2021

https://community.jmp.com/t5/JMP-Blog/The-Great-Virtual-Cookie-Experiment-The-experiment-setup/ba-p/368012
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What is Generalized Regression?

Generalized Regression is a personality of Fit Model available in JMP Pro.

We call it Genreg for short.

What is it?

Genreg is the place to build Generalized Linear Models in JMP Pro.

Key capabilities

1. Generalized Linear Models

2. Variable Selection

3. Interactivity (of course ☺)
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What is Generalized Regression

The methods available in Genreg are good for both analyzing both 
observational data and results from a designed experiment. 

The variable selection methods in Genreg help us

• Identify the most important factors that impact our response.

• Make better predictions.

…these qualities line up pretty perfectly with our goals when designing an 
experiment.
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What is Variable Selection?

Variable selection is the process of selecting a subset of variables 
(predictors) to use in modeling a response variable.

• We have a candidate set of 
explanatory variables that 
may be associated with the 
response. Throw them all into 
a variable selection procedure 
and see what happens.

• But automation doesn’t give 
us a free pass to not think 
about our data!
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What is Variable Selection?
It’s kind of a big deal

Variable selection is a very active 
area of research.

In an interview in the late 90s,
Brad Efron of Stanford said that
variable selection in regression is 
the most important problem in 
statistics.



C o p y r ig h t  ©  S AS  In st i tu t e  In c.  A l l  r i g h ts  r e se r ve d .

What is Variable Selection?

There are tons of variable selection methods out there…

Many methods follow this general strategy:

1. Fit a sequence of models (maybe a lot of models)

2. Use some metric to see how well each model fits our data.

3. Keep the model that fits best based on (2).
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Outline

Today we’ll talk about how the variable selection methods in Genreg apply 
to designed experiments.

1. How do we compare different models?

2. How do we decide on the sequence of models to fit?

3. Some example problems
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How do we compare models?
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Comparing Models
Cross-validation

How well does a model fit?

One way to think of this: how well 
would our model fit new 
observations?

We can approximate this by breaking 
our data into parts.

Use one part to estimate our model.

Apply that model to the other part.

This is called cross-validation.

Training

Validation
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Comparing Models
Cross-validation

But wait…Should we break up our designed experiment?

We worked pretty hard to get that structure.

Dropping just one observation can be bad.
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Comparing Models
Information Criteria

We need to be very careful using CV with designed experiments.

Instead, we suggest using an information criteria like the AIC or BIC.

They operate on the full data.

Cross-validation

Information criteria
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Comparing Models
AICc and BIC

We interpret the AICc and BIC as a distance from the “true model”.

…so smaller is better when comparing them.

AICc = 2𝑝 − 2 ∗ log 𝐿 +
2𝑝2 + 2𝑝

𝑛 − 𝑝 − 1

BIC = 𝑝 ∗ log 𝑛 − 2 ∗ log(𝐿)

The likelihood function measures how well our models fit.

So the AICc and BIC are a compromise between how well a model fits and 
the complexity of our model.

n = number of observations
p = number of parameters
L = likelihood of fitted model
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Comparing Models
AICc and BIC in practice

After fitting a handful of models, we can use the AICc or BIC to choose a 
best model of the group.

We tend to recommend using the AICc with designed experiments because
it includes a term that corrects for small sample sizes.
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How do we do variable selection in Genreg?
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Variable Selection in Genreg

These are Stepwise methods.
We tend to recommend these for
designed experiments.
Easy to explain and interpret.

These are penalized regression methods.
Great, but more for observational data.

We’ll cover these next week.
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Variable Selection in Genreg
What does a Selection Procedure Do?

Nothing

A common strategy…

1. Start with nothing in the model (just an intercept)

2. Fit a sequence of models (usually of increasing size)

3. Stop when every effect is in the model

Then pick the “best” model based on a measure like AIC or cross-validation.

We could also do this in reverse (Everything -> …drop stuff… -> Nothing)

EverythingModel 1 Model 2 …
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Stepwise Methods in Genreg
Best Subset

Best subset (or all subsets) is exactly what it sounds like:

Given our predictors, fit every single model possible.

Keep the one that fits best.

The sequence of models we fit is all of the models.

Simple case with three candidate effects (X1, X2, X3):

Model Size Models

0 Just the Intercept

1 (X1), (X2), (X3)

2 (X1, X2), (X1, X3), (X2, X3)

3 (X1, X2, X3)

We fit all 8 of these 
models and declare a 
best model based on AIC 
or BIC.

We win, right?
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Stepwise Methods in Genreg
Best Subset

Awesome - we literally tried everything and we have the best.

Now consider a bigger model.

We have 10 continuous predictors. 

Also want to consider two factor interactions and quadratic terms (RSM)

Main Effects + Interactions + Quadratics = 65 terms to consider in our model.

Now how many models do we need to fit?
265 ≈ 36900000000000000000

About 37 Quintillion!
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Stepwise Methods in Genreg
Forward Selection

• Best Subset gets out of control fast

• Forward Selection uses heuristics to choose a good model of each size.

• Given our current model, what’s the best effect to add to the model?

Simple and intuitive algorithm:

1. Start with just an intercept

2. Test each variable for inclusion. Add the variable with the smallest p-value.

3. Repeat (2) until everything enters or the model is saturated.

For k candidate effects, we end up with a sequence of min(𝑛, 𝑘) fits;

Keep the best model based on AIC/BIC/CV.
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Stepwise Methods in Genreg
FS Example

Consider a (very) simple example with 4 factors.

Now we have 5 models to fit and consider (out of 16 possible models)

1. Intercept only 4.   X2, X3, X4

2. X2 5.   X2, X3, X4, X1

3. X2, X3

Step 1 Step 2 Step 3 Step 4

p for X1 .2 .15 .2 .1*

p for X2 .001*

p for X3 .6 .03*

p for X4 .05 .3 .06*
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Stepwise Methods in Genreg
Forward Selection

X1 X2 X3 X4

Intercept

X1, X2 X1, X3 X1, X4 X2, X3 X2, X4 X3, X4

X1, X2, X3 X1, X2, X4 X1, X3, X4 X2, X3, X4

X1, X2, X3, X4
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Stepwise Methods in Genreg
Backward Elimination

Pretty much FS in reverse

Fit a model, drop variables that aren’t significant, refit, …

BE algorithm

1. Start with everything in the model

2. Drop the worst effect based on p-values (bigger is worse)

3. Repeat (2) until we only have an intercept

4. Keep the best model in the sequence.

Not well defined when we can’t fit the full model (𝑛 < 𝑝)

What does a large p-value really mean? Not much.
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Stepwise Methods in Genreg
A Backwards Example

Another toy example with 4 predictors.

Again, 5 models to fit and consider:

1. X1, X2, X3, X4 4.     X4

2. X1, X2, X4 5.     Just an intercept

3. X2, X4

Step 1 Step 2 Step 3 Step 4

p for X1 .001 .4*

p for X2 .2 .15 .06*

p for X3 .6*

p for X4 .05 .03 .01 .003



C o p y r ig h t  ©  S AS  In st i tu t e  In c.  A l l  r i g h ts  r e se r ve d .

Stepwise Methods in Genreg
Forward and Backward Steps

There are good things about both Forward and 
Backward Selection.

Would it make sense to combine them?

That’s our goal with the Pruned Forward Selection 
method in Genreg.

• Unique to Genreg (but similar to other methods)

• At each step in the algorithm, consider adding a 
term, dropping a term, or swapping terms.
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Stepwise Methods in Genreg
Pruned Forward Selection

Similar to what is often called Mixed Step selection other places.

The Algorithm starts similar to Forward Selection, but at each step

1. Find the variable that most wants to enter 𝑋𝐸 (Score test)

2. Find the variable that most wants to leave 𝑋𝐿 (Wald test)

A. Try adding 𝑋𝐸

B. Try removing 𝑋𝐿

C. Try swapping 𝑋𝐿 for 𝑋𝐸

3. Go with A, B, or C based on which fits best.

4. Go back to 1.

Starts like FS but we can drop effects as we go.
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Stepwise Methods in Genreg
PFS bounces around a lot

X1 X2 X3 X4

Intercept

X1, X2 X1, X3 X1, X4 X2, X3 X2, X4 X3, X4

X1, X2, X3 X1, X2, X4 X1, X3, X4 X2, X3, X4

X1, X2, X3, X4
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Stepwise Methods in Genreg
Two-Stage Forward Selection

We often fit models with main effects, interactions, and polynomials.

It may make sense to break selection into two pieces:

1. Forward Selection just on main effects gives us an active set S.

2. Forward Selection on S and the higher order effects that contain S.
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Stepwise Methods in Genreg
Two-Stage FS

Suppose we have 4 effects x1-x4.

Want to consider main effects, interactions, and squares.

Stage 1 Stage 2 Result

x1 x2 x2

x2 x4 x4

x3 x2*x4 x4*x4

x4 x2*x2

x4*x4

This two stage
process is 
especially nice if 
main effects and 
interactions are 
orthogonal (DSDs).
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Selection methods in Genreg
…and one penalized regression method

• Candes and Tao (2007) suggested a new penalized regression method 
aimed at variable selection in the 𝑛 ≪ 𝑝 setting.

መ𝛽𝐷𝑆 = arg min
𝛽

σ𝑗 |𝛽𝑗| subject to 𝑋𝑇(𝑦 − 𝑋𝛽) ∞ ≤ 𝑠

• In words – control the magnitude of coefficients subject to a constraint on 
the maximum correlation between the design and the residuals.

• Kinda strange, but has shown promise for supersaturated designs.
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DOE-specific options in Genreg
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Which options are important for designs?

It’s probably easiest just to look at examples…
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Summary

The Generalized Regression platform in JMP Pro is the place to go when you 
need to analyze results of a designed experiment.

Some things to keep in mind…

• Probably stick with a stepwise method using AICc for validation.

• Probably want to use Effect Heredity (it will be checked by default).

• You may want a bigger model than the best model (especially in screening 
situations).
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Thanks!
Clay.Barker@sas.com

http://www.sas.com/

