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AGENDA

ÅWhy do we use Design of Experiments (DOE)?

ÅReview of Classic DOE

ÅCustom DOE is all about 

Making Designs Fit the Problem ï

NOT Making Problems Fit the Designs!

ÅHowever, use Definitive Screening Designs (DSDs) ïwhen possible!

ÅQuick example of creating and fitting a DSD.

ÅWhat are DSDs?

ÅHow do we fit models for DSDs?

ÅWhen results are ambiguous, it is easy to augment DSD to RSM.

ÅExamples:

ÅExtraction 3 Data.jmp : continuous with a blocking factor, & 4 extra runs

ÅCO2_Process.jmp : all continuous factors, no extra runs

ÅPeanut Data.jmp : continuous & categorical factors, & 4 extra runs
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WHY USE DOE?

QUICKER ANSWERS, 

LOWER COSTS, 

SOLVE BIGGER PROBLEMS

ÅMore rapidly answer ñwhat if?ò questions

ÅDo sensitivity and trade-space analysis

ÅOptimize across multiple responses

ÅBy running efficient subsets of all possible combinations, 

one can ïfor the same resources and constraints ï

solve bigger problems

ÅBy running sequences of designs 

one can be as cost effective as possible and 

run no more trials than needed to get a useful answer
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USE JMP TRADE-OFF AND OPTIMIZATION
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SHARE RESULTS ON JMP PUBLIC OR JMP LIVE

View optimizations 

on your phone. 

Scan the QR code 

to launch browser, 

then use finger to 

interact with the 

Prediction Profiler 

and to ñApplyò 

saved settings.



CLASSIC RESPONSE -SURFACE DOE IN A NUTSHELL

Fit requires 

data from all 

3 blocks

Can fit data 

from blocks 

1, 2 or3

Fit requires 

data from 

blocks 1 & 2

Lack-of-fitLack-of-fit

Block 3Block 1 Block 2

x1

x3 x3x3

x1x1



POLYNOMIAL MODELS USED TO CALCULATE SURFACES

y = a0 + a1x1 + a2x2 + a3x3

Run this block 1st to: 

(i) estimate the main effects*                                      

(ii) use center point to check 

for curvature.

y = a0 + a1x1 + a2x2 + a3x3 

+ a12x1x2 + a13x1x3 + a23x2x3

Run this block 2nd to:

(i) repeat main effects estimate,                                

(ii) check if process has shifted 

(iii) add interaction effects to 

model if needed.

y = a0 + a1x1 + a2x2 + a3x3 

+ a12x1x2 + a13x1x3 + a23x2x3

+ a11x1
2 + a22x2

2 + a33x3
2

Run this block 3rd to:

(i) repeat main effects estimate, 

(ii) check if process has shifted 

(iii) add curvature effects to 

model if needed.

Block 3Block 1 Block 2

x1

x3 x3x3

x1x1



NUMBER OF UNIQUE TRIALS FOR 3 RESPONSE -SURFACE DESIGNS 

AND

NUMBER OF QUADRATIC MODEL TERMS  

VS.

NUMBER OF CONTINUOUS FACTORS

Unique Trials in Central Composite Design

Terms in Quadratic Model = (k+1)(k+2)/2

Unique Trials in I-optimal Design with 6 df for Model Error

Unique Trials in Box-Behnken Design

If generally running 3, 4 or 5-factor fractional-factorial designsé

1. How many interactions are you not investigating?

2. How many more trials needed to fit curvature?



NUMBER OF UNIQUE TRIALS FOR 3 RESPONSE -SURFACE DESIGNS 

AND

NUMBER OF QUADRATIC MODEL TERMS  

VS.

NUMBER OF CONTINUOUS FACTORS

Unique Trials in Central Composite Design

Terms in Quadratic Model = (k+1)(k+2)/2

Unique Trials in Custom Design with 6 df for Model Error

Unique Trials in Box-Behnken Design

If generally running 3, 4 or 5-factor fractional-factorial designsé

1. How many interactions are you not investigating?

2. How many more trials needed to fit curvature?

3. Consider two stages: Definitive Screening + Augmentation

36 trial I-optimal response-surface design started 

as 10-factor DSD and was then augmented with 

12 more trials in 6 most important factors
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CLASSIC 

DEFINITION OF DOE

Purposeful control of the inputs (factors) in such a way 

as to deduce their relationships (if any) with the output 

(responses).
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ALTERNATIVE 

DEFINITION OF DOE

ÁIf proposed model is simple, e.g. just main effects or 

1st order effects (x1 , x2 , x3, etc.), the design is called a 

screening DOE
» Goals include rank factor importance or find a ñwinnerò quickly

» Used with many (> 6?) factors at start of process characterization

ÁIf the proposed model is more complex, e.g. the 

model is 2nd order so that it includes two-way 

interaction terms (x1x2 , x1x3, x2x3, etc.) and in the case 

of continuous factors, squared terms (x1
2, x2

2, x3
2 , etc.), 

the design is called a response-surface DOE
» Goal is generally to develop a predictive model of the process

» Used with a few (< 6?) factors after a screening DOE

A DOE is the specific collection of trials run 

to support a proposed model.
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ALTERNATIVE 

DEFINITION OF DOE

ÁIf proposed model is simple, e.g. just main effects or 

1st order effects (x1 , x2 , x3, etc.), the design is called a 

screening DOE
» Goals include rank factor importance or find a ñwinnerò quickly

» Used with many (> 6?) factors at start of process characterization

ÁIf the proposed model is more complex, e.g. the 

model is 2nd order so that it includes two-way 

interaction terms (x1x2 , x1x3, x2x3, etc.) and in the case 

of continuous factors, squared terms (x1
2, x2

2, x3
2 , etc.), 

the design is called a response-surface DOE
» Goal is generally to develop a predictive model of the process

» Used with a few (< 6?) factors after a screening DOE

A DOE is the specific collection of trials run 

to support a proposed model.

Definitive Screening Designs allow the fitting of second order 

terms ïALL squared and potentially SOME interaction terms 

ïfor no more work than classic screening designs. 
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REAL -WORLD 

DESIGN ISSUES

ÅWork with these different kinds of control variables/factors:

» Continuous/quantitative? (Finely adjustable like temperature, speed, force)

» Categorical/qualitative? (Comes in types, like material = rubber, polycarbonate, steel with 

mixed # of levels; 3 chemical agents, 4 decontaminants, 8 coupon materialsé)

» Mixture/formulation? (Blend different amounts of ingredients and the process 

performance is dependent on the proportions more than on the amounts)

» Blocking? (e.g. ñlotsò of the same raw materials, multiple ñsameò machines, samples get 

processed in ñgroupsò ïlike ñeight in a tray,ò run tests over multiple days ïi.e. variables for 

which there shouldnôtbe a causal effect

ÅWork with combinations of these four kinds of variables?

ÅCertain combinations cannot be run? (too costly, unsafe, breaks the process)

ÅCertain factors are hard-to-change (temperature takes a day to stabilize)

ÅWould like to add onto existing trials? (really expensive/time consuming to run)

How many experimenters have any of these issues? 

Most of these are NOT well treated by classic DOE
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REAL -WORLD 

DESIGN ISSUES

ÅWork with these different kinds of control variables/factors:

» Continuous/quantitative? (Finely adjustable like temperature, speed, force)

» Categorical/qualitative? (Comes in types, like material = rubber, polycarbonate, steel with 

mixed # of levels; 3 chemical agents, 4 decontaminants, 8 coupon materialsé)

» Mixture/formulation? (Blend different amounts of ingredients and the process 

performance is dependent on the proportions more than on the amounts)

» Blocking? (e.g. ñlotsò of the same raw materials, multiple ñsameò machines, samples get 

processed in ñgroupsò ïlike ñeight in a tray,ò run tests over multiple days ïi.e. variables for 

which there shouldnôtbe a causal effect

ÅWork with combinations of these four kinds of variables?

ÅCertain combinations cannot be run? (too costly, unsafe, breaks the process)

ÅCertain factors are hard-to-change (temperature takes a day to stabilize)

ÅWould like to add onto existing trials? (really expensive/time consuming to run)

How many experimenters have any of these issues? 

Most of these are NOT well treated by classic DOE

Many of these issues prevent the use of Definitive Screening Designs.

BUT, if your factors are continuous, 2-level categorical, and/or blocking 

then consider doing a DSD first.
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QUICK EXAMPLE 

FROM DOE GUIDE

ÅUses 6 continuous factors plus blocking at 2 levels

ÅAdd 4 extra runs DSD

ÅAnalyze with Fit Definitive Screening (p. 276 of DOE Guide)

ÅFactors and Ranges shown below

Extraction 3 Data.jmp



SUMMARY OF MODERN SCREENING DOE

ÅDefinitive Screening Designs

ÁEfficiently estimate main and quadratic effects for no 

more and often fewer trials than traditional designs

ÁIf only a few factors are important the design may 

collapse into a ñone-shotò design that supports a 

response-surface model (RSM).

ÁIf many factors are important (so RSM canôt be fit) the 

design can be augmented to support an RSM

ÁCase study for a 10-variable process shows that it can 

be optimized in just 23 unique trials

»Visually ñmodelò factors

» Fit Definitive Screening

» Fit All Possible Models

» Augment design with subset of original factors 
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WHAT IS THE

MINIMUM # FACTORS

òCOLLAPSEóTO RSM

ÅFor 6 through at least 30 factors, it is possible to estimate the 

parameters of any full quadratic model involving 3 or fewer factors with 

high precision.

ÅFor 18 factors or more, they can fit full quadratic models in any 4 factors. 

ÅFor 24 factors or more, they can fit full quadratic models in any 5 factors.

ÅDue to factor sparsity, one can often fit response-surface models 

with more factors than these minimums.



Original Research on Definitive Screening Designs

Jones, B., and C. J. Nachtsheim (2011). ñA Class of Three-Level Designs for Definitive
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pp. 1-15

Xiao, L, Lin, D. K.J., and B. Fengshan (2012). ñConstructing Definitive Screening 
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Jones, B., and C. J. Nachtsheim (2013). ñDefinitive Screening Designs with Added 
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Jones, B., and C. J. Nachtsheim (2016a). ñBlocking Schemes for Definitive Screening 
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IN ORIGINAL 2011 JQT PAPER - DESIGN SIZE IS 2M + 1



DEFINITIVE SCREENING DESIGNS FROM CONFERENCE MATRICES 

XIAO , BAI AND LIN (JQT, 2012)

http://www.newton.ac.uk/programmes/DAE/seminars/090209001.pdf

The D-efficiency is 92.3%, 

higher than 89.8% for the 

design given in Jones and 

Nachtsheim (2011).

http://www.newton.ac.uk/programmes/DAE/seminars/090209001.pdf


CONFERENCE MATRIX METHOD IN 2012 JQT PAPER

DESIGN SIZE IS 2M + 3 FOR ODD M

DESIGN SIZE IS 2M + 1 FOR EVEN M

Both designs are orthogonal in linear and squared terms

Factor H will become a hidden Fake Factor in DSD Analysis

7-FACTOR ðDSD17 8-FACTOR ðDSD17



DEFINITIVE SCREENING DESIGNS HAVE DESIRABLE PROPERTIES

ÅMain effects are not confounded with 2nd order effects 

ÅNumber of trials for even numbers of factors is (2m + 1) 

and for odd numbers of factors it is (2m + 3)

which is equal to or smaller than a Plackett-Burman (Res III) or Fractional 

Factorial (Res IV) design plus center point

ÅThere are mid-levels for each factor allowing estimation of 

curvature individually - not just globally as with a PB or FF 

designs plus center point

ÅIf drop a factor, the design retains all its properties

ÅIf a subset of factors are significant there is a good chance that 

interaction terms may also be fit 

The screening design may even collapse into a response-surface 

design supporting a 2nd order model in a subset of factors with which 

one can optimize the process



6-FACTOR, 13 -TRIAL, DEFINITIVE SCREENING DESIGN



6-FACTOR, 12 -TRIAL, PLACKETT -BURMAN DESIGN



COLOR MAPS FOR 6 -FACTOR, PLACKETT -BURMAN (LEFT)

AND DEFINITIVE SCREENING DESIGN (RIGHT)

Including center point with Plackett-Burman, these two designs are both 13 trials

Same size BUT Definitive Screening can test for curvature in each factor



6-FACTOR, 16 -TRIAL, REGULAR FRACTIONAL FACTORIAL



COLOR MAPS FOR 6 -FACTOR, FRACTIONAL FACTORIAL (LEFT)

AND DEFINITIVE SCREENING DESIGN (RIGHT)

Including center point with FF increases size to 17 trials - 13-trial Definitive 

Screening Design is 4 fewer tests AND can test for curvature in each factor

Or, add 4 extra rows to DSD to improve robustness of Fitting Models



DO WE GIVE UP NOTHING?

ÅRelative to same size classic 2-level screening designs

ÁConfidence intervals increase ïtypically Ò10% 

ÁStandard error increases ïtypically Ò 10% 

ÁPower is reduced for main effects ïtypically Ò 10% (comparing just ME)

ÁPower for squared terms is ñlowò

ÅStill better than power for single center point test for curvature

ÅPower is same as larger Central Composite Design supporting full quadratic model

ÅPower increases as fewer curvature terms are evaluated ïdrop least important 

terms (Factor Sparsity is our friend!)

ANY OTHER WEAKNESSES?

ÅFactor range for screening may not include optimum 

ÁSo, follow on design will be over different ranges ïreally canôt augment

ÁThis is more likely with early product development than with designs testing 

mature systems



DSD13

FF16+CP

DSD17

PLACKETT -BURMAN 12 + CP

DEFINITIVE SCREENING DESIGN 13

FRACTIONAL -FACTORIAL 16 + CP

DEFINITIVE SCREENING DESIGN 17

PB12+CP

CONFIDENCE INTERVAL, STANDARD ERROR & 

MAIN EFFECTS POWER FOR 6 -FACTOR DESIGNS:

+ 10% + 9% - 9% + 7% + 7% - 3%



QUADRATIC TERM POWER FOR 6 -FACTOR DESIGNS ðSCREENING & RSM



CCD45 BB49 I-OPT34FF16+CPPB12+CP

DSD17DSD13
2X

DSD13
DSD21

AUGMENT

DSD17 TO

I-OPT34

0.10 0.21 0.26 0.49 0.58

0.12 0.14 0.32 0.61 0.63

QUADRATIC TERM POWER FOR TEN 6 -FACTOR DESIGNS ðSCREENING & RSM



POWER FOR 6 MAIN EFFECTS & 6 QUADRATIC TERMS

FOR ALL TERMS VS. ONE QUAD TERM AT A TIME

DSD17 FF16+CP

PB12+CPDSD13

0.10 0.24 0.12

0.21 0.29 0.14

DSD13

DSD17



July 22, 2010 

Secretary Chu Announces Six Projects to 

Convert Captured CO2 Emissions from 

Industrial Sources into Useful Products 

$106 Million Recovery Act Investment will Reduce CO2 

Emissions and Mitigate Climate Change 

Washington, D.C. - U.S. Energy Secretary Steven Chu announced today the selections of six 

projects that aim to find ways of converting captured carbon dioxide (CO2) emissions from 

industrial sources into useful products such as fuel, plastics, cement, and fertilizers.  Funded with 

$106 million from the American Recovery and Reinvestment Act -matched with $156 million in 

private cost-share -today's selections demonstrate the potential opportunity to use CO2 as an 

inexpensive raw material that can help reduce carbon dioxide emissions while producing useful 

by-products that Americans can use.  

"These innovative projects convert carbon pollution from a climate threat to an economic 

resource," said Secretary Chu. "This is part of our broad commitment to unleash the American 

innovation machine and build the thriving, clean energy economy of the future." 

DEFINITIVE SCREENING CASE STUDY



Original design was for 11 variables with 23 unique trials

and the center point replicated once.



6-FACTOR DEFINITIVE SCREENING DESIGN, PROJECTION IN ALL 2 -FACTOR

COMBINATIONS (LEFT) AND PROJECTION IN FIRST THREE FACTORS (RIGHT )



10 -FACTOR DEFINITIVE SCREENING DESIGN, PROJECTION IN ALL 2 -FACTOR 

COMBINATIONS (LEFT) AND PROJECTION IN FIRST THREE FACTORS (RIGHT )



COLOR MAP FOR 10 -FACTOR, 21 -TRIAL, 

DEFINITIVE SCREENING DESIGN



DISTRIBUTIONS 

WITH òGOODó AND 

òBADó BEHAVIOR 

SELECTED



Y VS X PLOTS OF 

DATA FOR EACH X



SQRT(Y) VS X 

PLOTS OF DATA FOR 

EACH X



ACTUAL BY PREDICTED PLOT FOR FINAL 3 -FACTOR MODEL

FOR THE 24 DESIGN TRIALS



PREDICTING WITH BEST 3 -FACTOR AND 4 -FACTOR MODELS



SETTINGS OF BEST OBSERVATION OF YIELD = 12.96

Prediction at settings of best observation Prediction at best settings ïrun this checkpoint





ACTUAL BY PREDICTED PLOT FOR FINAL 3 -FACTOR MODEL

FOR THE 24 DESIGN TRIALS AND 4 VERIFICATION TRIALS

Verification Trials (*)

Not Used in Fitting Model
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DISCOVERY SUMMIT 

VIDEO INTRO TO 

FIT DEFINITIVE 

SCREENING

Å2017 JMP Discovery Summit presentation by Brad Jones on

ÁSimulating Responses and Fitting Definitive Screening Designs - JMP User 

Community

https://community.jmp.com/t5/Discovery-Summit-2017/Simulating-Responses-and-Fitting-Definitive-Screening-Designs/ta-p/44056


MAIN EFFECT 

RANKING OF 

FACTORS

ÅTreat factors D and I as the dummy factors to be used for error 

estimates in Definitive Screening Fit

NEW DEFINITIVE SCREENING ANALYSIS METHOD
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DSD FIT OUTPUT 

WITH FACTORS D & I 

USED FOR ERROR

NEW DEFINITIVE SCREENING ANALYSIS METHOD



Copyright © 2013, SAS Insti tute Inc. Al l  r ights reserved.

FIT OF 

RAW 

YIELD

FIT OF 

SQRT 

YIELD



ÅConservative ïstart by treating designs like traditional screening

ÁFit main effects only ïDSD is orthogonal in main effects

ÁThen fit ME + squared effects ïDSD is orthogonal in squared terms too

Á*Use factor sparsity and effect heredity principles to propose final models

ÁUse transformation to make error more uniform 

» square-root identified in plot of SSE vs. ɚfor Box-Cox transformation (i.e. ɚå 0.5)

ÅAggressive ïuse stepwise regression to pick ñbestò subsets of terms

ÁUse AICc & BIC stopping criteria and pick ñsimpler modelò ïOccamôs razor

ÁUse max K-Fold R-square as stopping rule to pick model (no checkpoints)

ÁUse max validation R-square for checkpoints as stopping rule to pick model

ÁFit ALL possible models

*Factor sparsity states only a few variables will be active in a factorial DOE

Effect heredity states significant interactions will only occur if at least one parent is active

Pg. 112 , Wu & Hamada, ñExperiments, Planning, Analysis and Parameter Design Optimizationò 

ANALYSIS STRATEGIES FOR WHEN YOU DONõT HAVE THE 

NEW DEFINITIVE SCREENING ANALYSIS METHOD
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ALL ANALYSES 

RANK FACTORS

A, B & C AS TOP 3

ÅLinear terms only ïfourth factor is F

ÅLinear + Squared terms ïfourth factor is D

ÅStepwise with min AICc stopping rule ïfourth factor is F

ÅStepwise with max K-Fold R-Square stopping rule ïfourth factor is F

ÅStepwise with max Validation R-Square as stopping rule ïfourth factor is F

ÅAll possible models ïfourth factor is G

ÅWhen D & F are in same 5-factor (with A, B, & C) stepwise model, D drops out

ÅWhen G & F are in same 5-factor (with A, B, & C) stepwise model, G drops out

ÅWhen D & G are in same 5-factor (with A, B, & C) stepwise model, both drop out

ÅThere is an important difference between saying, ñFactor F has no effect.ò and, 

ñGiven the amount of data taken an effect for factor F was not detected.ò

ÅAugmenting design to support 6-factor quadratic model in A, B, C, D, F & G will

Áhelp resolve the relative contributions of D, F & G

Á increase the power for all ïbut especially - the squared terms

FACTOR F APPEARS 

TO BE MOST LIKELY 

FOURTH FACTOR



CONSERVATIVE

ANALYSIS



TRANSFORMATIONS 

SQRT, LOG, & NONE



PLOTS OF 

RESIDUALS FOR 

DIFFERENT 

TRANSFORMATIONS

Model fit was reduced quadratic in A, B & C:

Yield = Intercept + A + B + C + B*B + A*B + B*C



STEPWISE 3 -FACTOR MODEL (7 TERMS) - LEFT

FULL QUADRATIC 3-FACTOR MODEL (10 TERMS) - RIGHT



STEPWISE MODELS:

4-FACTOR (12 TERMS ), 5 -FACTOR (13 TERMS), 6 -FACTOR (15 TERMS)



AGGRESSIVE 

ANALYSES

ÅStepwise using Main Effects and Squared Effects for all factors

ÁWill show just the use of AICc & BIC stopping criteria ï

all stepwise approaches yield very similar results

ÅStepwise using full 10-factor, 66-term quadratic model

1 intercept + 10 ME + 10 SQ + 45 2FI (2-factor interactions)

ÁUse AICc & BIC stopping criteria and pick ñsimpler modelò ïOccamôs razor

ÁUse max K-Fold R-square as stopping rule to pick model (no checkpoints)

ÁUse max validation R-square for checkpoints as stopping rule to pick model

ÁFit ALL possible models



USE MIN AIC OR BIC 

CRITERION AS 

STOPPING RULE

21 TERMS, ME + SQ 

RAW RESPONSE 

VALUES USED



TRANSFORMED 

VALUES USED

USE MIN AIC OR BIC 

CRITERION AS 

STOPPING RULE

21 TERMS, ME + SQ 



USE MIN AIC OR BIC 

CRITERION AS 

STOPPING RULE

66 TERM QUADRATIC

RAW RESPONSE 

VALUES USED



USE MIN AIC OR BIC 

CRITERION AS 

STOPPING RULE

66 TERM QUADRATIC

TRANSFORMED 

VALUES USED



USE MAX K -FOLD

R-SQUARE AS 

STOPPING RULE

66 TERM QUADRATIC

TRANSFORMED 

VALUES USED



USE MAX VALIDATION 

R-SQUARE

FOR 4 CHECKPOINTS

AS STOPPING RULE

66 TERM QUADRATIC

TRANSFORMED 

VALUES USED


