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Abstract

This paper is intended to highlight some of the issues and provide some advice
regarding the appropriate use of ordinal data sets used to quantify variation in samples’
being measured. Ordinal scales are most useful in assessing variation when the
measurement is the result of sensory perception (i.e., visual, taste, smell, audible, feel).
Companies often want to understand how their customers perceive their product, what
factors affect this perception and then optimize the product design or process to
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- Ordinal data can d or ordered, but not
measured. The categories for an ordinal set of data have a natural order, for example,
suppose a group of people were asked to taste the flavor of cookies and classify each
cookie on a rating scale of 1 to 5, representing strongly dislike, dislike, neutral, like,
strongly like®. A rating of 5 indicates more enjoyment than a rating of 4, for example, so

such data are ordinal.

! Specimens to be measured (e.g., products, experimental units)
2 Respondent is synonymous with inspector, appraiser, scorer, evaluator or survey participant.
A special ordinal data rating scale based on the work of Rensis Likert.
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This parallels the quality of information continuum for understanding causal structure:
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Recommendations

The following is a list of considerations regarding the use of such qualitative data when
evaluating samples (e.g., from a sampling plan or designed experiment). There are a
number of actions that can be taken to improve the use ordinal response variables:

1. Ordinal scales rely on comparisons. Develop physical specimen as a means of

direct comparison. Make sure the specimen is similar to the samples to be

evaluated. For example, if you are assessing the cleanliness of the inside of an
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oven, make the specimen from similar material, in a similar shape, with similar

lighting conditions, etc. to represent typical ovens. The creation of comparison
specimen is also useful for reducing bias amongst the respondents. The question
posed to the respondents is something like “Which test specimen does the sample
most match”, not whether or not you like the sample.

2. Objectively describe each scale category. Use descriptions (operational definitions®)

that create universal understanding. Do not use ambiguous words that are subject to
varying interpretation.

3. Wisely consider the selection of respondents. The selection of individuals to take

part in the evaluation must be representative of the population you wish to draw

inference over. Involve the.g e evaluation process (e.g., the
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* |n addition to the respondent-to-respondent variation, have each respondent
evaluate each sample more than once. This will enable assessment of the within
respondent variation for consistency and again use averages to reduce within
respondent variation, increase the resolution of the scale and increase the
inference space. If performing a designed experiment, incorporate nested layers
for within and between respondent.

5. Describe the measurement process. Use process maps to identify factors that may

effect measurement system variation. For example if the inspection is visual,

* Deming, W. Edwards (1986) “Out of the Crisis” MIT Press (ISBN 0-911379-01-0)
® Intraclass Correlation Coefficient (ICC) and Kappa statistics may be used to assess the reliability of such data
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evaluate the effects of light intensity, lighting source, proximity to sample,

magnification, angle, etc. on measurement variation. If the inspection is a taste test,
consider: environmental conditions, items used to cleanse the palette, appetite, etc.
Perhaps design and run an experiment to determine what factors effect
measurement variation and subsequently choose levels for factors to reduce that
variation and create a consistent evaluation process.

6. The entire scale must be used. For a 1-5 scale, all 5 of those categories must be

represented in the data set. If not, perhaps the scale can be adjusted to accomplish
the full extent of the scale. For data acquisition strategies:
* Sampling: sample over a large inference space perhaps including customers as

respondents
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Planning

Incorporating multiple layers® of components of the ordinal measurement system into
the sampling plan will help to understand the consistency of those layers. Averaging
those layers will reduce the variability. Figure 2 is an example sampling plan
incorporating nested layers of respondents (scorers) and repeats (reps) within scorers.
The consistency within respondent and between respondent can be evaluated to detect

bias.

® Hierarchical study
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Figure 2: Sampling Tree for a Nested Study

Figure 3 shows a Factor Relationship Diagram (FRD) with nested layers of the
measurement system (inspectorg cheate Rl inspector) within treatments.
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Within Lot 1 2 3 4 5 6 7 8

Prep. 1 2 3 4 5 6 7 8

Follow Recipe 1 2 3 4 5 6 7 8

Inspector 1 2 7 8 9 15 16

Repeat 1 234 567 8 910 11 12 13141516 1718 1920 21222324 25 262728 29 303132

Figure 3: FRD for an experiment on factors: S, P & V

7 Sanders, Doug and Jim Coleman (1999), “Considerations Associated with Restrictions on Randomization in Industrial
Experimentation”, Quality Engineering, Volume 12, No. 1



Execution

Both plans (figure 2 & 3) require each sample or experimental unit to be evaluated twice
by multiple respondents. This should be carried out in “blind” fashion where the
respondents do not know which sample or experiment unit is being evaluated to prevent

bias®.

Analysis
One of the initial steps in the analysis is to look at the data via a variability plot®. This
will aid in recognition of obvious patterns in the data. Figure 4 shows an example of a

variability plot for the sampling plan shown in figure 2. It is obvious there are potential
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The consistency of the variation between repeats (within respondent variation) can be
assessed using range charts (although with the limitations of measurement
discrimination, outliers can be easily detected on variability charts). The range charts
can also provide insight into the effective resolution. Figure 5 shows the range chart for
the sampling plan in figure 2. While the chart is out-of-control, the maximum range is 1,
which seems reasonable. The reason for the out-of-control condition is the lack of

variation reported by scorers 2 & 3.

® The bias may or may not be intentional.
° Plots of the data with no summarization, variously known as Box plots, individual value plots, multi-vari studies or dot plots.
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Example

discusses the applicatl€ variable in an
ity, visual
perception) of a screen printing operation. Although the screening operation was quite
mature, the quality of the product coming from the operation seemed more a result of
"black magic" than from optimum process understanding control. Operator skill,

tweaking & “luck” were required to make acceptable product.

A cross-functional team was formed to improve the operation. The team developed
thought maps'® to graphically display hypotheses explaining why potential sources of
variation might effect the screen print quality and process maps'' to document factors

potentially related to the qualitative characteristics of the resultant print. A scale for the

' Hild, Cheryl, D. Sanders (2000) “The Thought Map”, Quality Engineering, Vol. 12, No. 1.
" Doug Sanders, W. Ross, and J. Coleman (2000), “The Process Map”, Quality Engineering, Vol. 11, No. 4.



response variable was set-up using ordinal measurement categories 1-5 (Y1). The

factors being manipulated in the experiment are listed in table 1.

Table 1: Listing of factors

Screen tension
Mesh count
Screen height
Squeegee skew

Squeegee angle

Squeegee speed
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Print Machine 1
Week 1
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Day
Trace Height
Part #
Design
Screen

RN
NNNNDN -

Boarad

Inspector 123 123 123 123 123 123 123 123 123 123 123 123 123 123 123 123

Y1
Y3

Figure 6: FRD for Screening DOE
(A resolution Il fractional factorial in two incomplete blocks)

The range chart (figure 7) shows consistency between inspectors. Therefore the
averages and ranges are calculated for analysis including the correlation with Y3 and
ultimately the effect factors have on those response variables. Again, this has the effect

of reducing the inspector-to-inspector variation, increasing the effective resolution of the

scale, and increasing the inference space.
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Figure 7: Range Chart for Inspector-to-Inspector Variation (within treatment)
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Figure 8: Scatter Plot for Y1 vs. Y3
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Figure 9 shows a normal probability plot'® of the effects on the average estimated in the

experiment. Figure 10 shows a Pareto plot of the same effects (practical significance =
0.3). The ranges may provide some clues for reducing the measurement variation

between inspectors (Figure 11).
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cale response variab
characte ee pressure (J),
Screen height (C) & Ink Viscosity (H) in particular. The thought map was updated and
process controls for those factors were implemented resulting in a significantly improved

product.

"2 Daniel plot see Daniel, Cuthbert (1976) “Applications of Statistics to Industrial Experiments” Wiley
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Definitions

Analytical Statistics (aka. Inferential statistics): the application of statistical thinking and

methods together with principles and laws of the sciences to explain and predict
phenomena by understanding the causal structure, thus increasing the confidence in
the extrapolation of results.

Bias: Condition where the central tendency (e.g., mean) of an estimate deviates from
the true value.

Control Charts: a graphical technique used to study a process over time. Control charts

are used in pairs. One is the Range chart used to determine if the ranges (within

subgroup) are consisieg chart. These charts are

charts used tg
within subg
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Operational Definitions (see Deming'):

1. All persons have the same understanding of the criteria on which decisions are to
be made.

2. There exists a consistent, agreed upon method for the evaluation or
measurement of the response metric.

3. The decision (e.g., Good/Bad, category 1-5) made from the evaluation is the

same; irrespective of the person making the decision.

*Deming, W. Edwards (1986) “Out of the Crisis” MIT Press
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Precision: The variation between successive measurements obtained under stipulated

conditions.

1. Repeatability: Precision where the conditions are the same characteristic on the
same part by the same person using the same instrument.

2. Reproducibility: Precision where conditions include using different operators on

different instruments (or labs).

Sampling Plan (Sampling Tree): Graphical depiction of the procedure to acquire the
units and the relationship of layers to hypotheses (thought map) and x’s
(process/product map).

Scientific Method: the iterative process of induction and deduction.

Statistics: the science of extraclingsis t 7-Vaa . This science includes the

collection, anal
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