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Different goals, different models: 
How to use models to sharpen up 

your questions

Ron Kenett and Chris Gotwalt
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Agenda

▪ Intro and a simple example – Ron

▪ What is the role of models?

▪ The sensor data case study

▪ A complex example and conclusions – Chris

▪ Variable importance and SHAP values

▪ More complex models
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Sam Karlin, 1924-2007

All models are 
wrong, but some 

are useful

Yes, but which ones?

George Box 

(1919 – 2013)

The purpose of 
models is not to 
fit the data but 
to sharpen the 

question

3

Yes, but how?

"Computers are useless. They can 
only give you answers"

Pablo Picasso, 1881-1973

This is the key difference between 
a model and a computer program

RSK
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Problem 

Elicitation

Goal

Formulation

Data

Collection

Data

Analysis

Formulation 

of Findings

Communication

of Findings

Impact

Assessment

Operationalization

of Findings

Organizational Ecosystem: 

including maturity, decision-

making capability, structure, 

Kenett (2015) Statistics: A Life 

Cycle View, Quality Engineering 

(with discussion), 27(1):111-129.

All models are 
wrong, but some 

are useful

The purpose of 
models is not to 
fit the data but 
to sharpen the 

question
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63 sensors, 
one response

Boosted 

Tree

Random

Forrest



6

Goal: Determine system 
status from the sensor data

Achieving this goal would enable us to create on-line quality 
control and avoid the cost and delays of testing
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There are two main differences between the gradient 

boosting trees (BT) and the random forests (RF). We train 

the former sequentially, one tree at a time, each to 

correct the errors of the previous ones. In contrast, we 

construct the trees in a random forest independently

BT
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Boosted trees (BT) are derived by optimizing an objective function. They 
can be used to solve most objective functions. This includes Poisson 
regression which is harder to achieve with RF.

BT training generally takes longer than RF because trees are built sequentially. There are 
typically three parameters: number of trees, depth of trees and learning rate.  

BT
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BT
9.3%

Actual Validation Pass = 20

of these, predicted Pass = 19

False predicted Pass = 3 (13%)

…some overfitting
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BT
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RF

For features with categorical 

variables and missing data use BT 
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RF algorithm with a large number of trees is slow. For categorical variables with different number 
of levels, RF are biased in favor of attributes with more levels. RF is much easier to tune than BTRF

There are typically two parameters in RF: number of trees 
and number of features to be selected at each node. 
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RF

6.9%

Actual Validation Pass = 20

of these, predicted Pass = 20

False predicted Pass = 3 (13%)
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RF

23.4%

Actual Validation Good = 20

of these, predicted Good = 20

False predicted Good = 5 (20%)

For detailed testResults
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RF

using RF scores

10% of Good with lift > 10

using BT scores

40% of Pass with lift > 2.2

Do we want to 

Identify top score Good?

or predict a high 

proportion of Pass?
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BT RFRF

What is your goal?

For detailed testResults
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RF



2020
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RF
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RF
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RF
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RF
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“Can the sensor data predict the outcome (test result)?”
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“Can the sensor data predict the outcome (test result)?”

“Can the sensor data predict the ‘Good’ ones?”
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BT RF
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BT RF
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RF

▪ Fast algorithm

▪ Highly accurate on big data

BT

▪ More accurate on small data

▪ Robust to messy/noisy data

▪ Often used for variable selection

Boosted Trees vs. Random Forest Folklore
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BT RF
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▪ Hold Alt + Click to 
broadcast to all 
columns
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▪ Hold Alt + Click to 
broadcast to all 
columns
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Rsq=.8Rsq=.9
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Rsq=.8Rsq=.9
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Rsq=.8Rsq=.9
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Column Contributions

▪ What predictors explain the most 
response variation on the training 
data?

▪ Partition-based models only 

▪ Based on equivalent Least Sq model

▪ Includes residual error

▪ Robust and stable ( random forests )

▪ Results will not change if columns 
monotonically transformed

▪ Good early step in modeling process

Variable Importance

▪ What predictors explain the most variation 
in predictive model on the data or a 
region? 

▪ General: applies to all supervised models

▪ Based on Sobol (1990) sensitivity analysis

▪ Model variation based, not residual error

▪ Very sensitive to model over/under fit

▪ Results change unpredictably if columns 
are transformed

▪ Descriptive tool at the end of the modeling 
process

“How important are the inputs to a predictive model”
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Variable Clustering

▪ Unsupervised method

▪ Based on recursive partitioning of columns 
guided by PCA/Factor Analysis of groups 

▪ Reference: PROC VARCLUS documentation

▪ Only seeks linear relationships among columns

▪ Sensitive to outliers

▪ Useful in the early stages of data exploration

“What are the groups of related columns?”

“How representative are each column to its group?”
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Shapley (SHAP) Values

▪ Additive decomposition of a single predicted value that can be 
anywhere ( not just data used for fitting the model )

▪ መ𝑓 𝑥1𝑥2… = 𝑆𝐻𝐴𝑃𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 + 𝑆𝐻𝐴𝑃 መ𝑓,1 𝑥1, + 𝑆𝐻𝐴𝑃 መ𝑓,1 𝑥2 +⋯

▪ General: applies to all supervised models

▪ Based on Shapley (1951) – resulted in 2012 Nobel

▪ Model variation based, not residual error

▪ Very sensitive to model over/under fit

▪ Results change unpredictably if columns are transformed

▪ Descriptive tool at the end of the modeling process

“How did each input column contribute to this model’s 
prediction at a particular value of X?”
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▪ Exclude all the “Pass” rows to focus on the failures

▪ Same Cluster 1 columns used in the Pass model
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Thank you for your attention


