
• For a new WLAN product designed by NXP for the sixth Wifi generation, a yield loss issue is observed at the final

test step, when the dies are packaged and ready to be shipped to the customers. Product quality is not at stake, but

a project is launched to find the issue root causes and to improve yield.

• The main quality tool that is used for this study is a Fault Tree Analysis that allows to dig into each potential failure

mode, without excluding some failure possibilities, nor jumping directly into an a priori or a first conclusion.

• NXP has been using Machine Learning methodology and algorithms from some years now, and Machine Learning

was implemented in this yield loss case, too, in parallel to typical data analytics or univariate analysis.

• JMP PRO was used to build data analytics and machine learning analysis (partition, boosted trees or bootstrap

models): the analysis mainly dealt about the difference between the unit test and the final product test, and on the

difference in the laminate models.

• The poster that is proposed will present the case study and will detail the analysis, but also, will formalize the

Machine Learning approach for a deployed Machine Learning usage.
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Introduction Issue description and root cause searching     Main studies

• Some data preparing operations are often

needed for some analysis in term of data

formatting, but some of them are really also

contributing to analysis efficiency: they are:

o Removal of the missing values

o Removal of the most correlated tests: in

this analysis, this correlation analysis

performed with a 90% correlation

threshold, led to remove 7 tests among the

15 ones

• The final product is constituted by two dies, mounted on a

laminate: no issue was observed at the die test step after

die manufacturing and before its packaging. So, a first

study dealt with the potential packaging effect on yield.

• The yield loss issue was observed on the product model

manufactured only on one type of laminates, which can

lead to hypothesis on the laminate type impact. This topic

was the second type of root cause searching ones.

• Finally, one study aimed the yield difference between the

two dies per product that could have been due to a lightly

different grounding of the two dies.

Case study and input data Prediction vs clustering _ Classification versus regression analysis

Data preparation Train-test-validation data
• Data that is fitting with the case study, is split in three different datasets that

analytics methods will use for three different purposes:

o about 80% of the data are used to train the model (train data);

o about 10% allow to determine the best parameters for the model

(hyperparameters) (validation data);

o lastly, evaluation metrics are computed on the remaining data to assess

the model and its performance (about 20%) (test data).

• JMP provides a utility to perform this splitting that can stratify the 3 datasets

as the stratification observed in the whole data volume.

• The K-fold cross-validation is another method to perform validation and test of

machine learning models.

• The root cause searching for this issue

was structured by a Fault Tree Analysis

that allowed a comprehensive study of all

the possible assumptions, around the

three topics previously listed and around

still many more. A machine learning

approach in JMP was used as much as

possible, for its strong capabilities in

RCPS.
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Case study

• This poster is presenting the machine

learning analysis performed to study yield

loss difference observed according to the

laminate types.

Input data:

• 271460 dies manufactured with 5 different

laminate types;

• For these 271460 dies, test values for 15

tests, at the Final Test step, when the dies

are packaged and ready to be shipped to

customers.

Laminate distributions _ Laminate1 is more widely

represented in the data (data unbalance): that

means that stratified sampling is needed.

• In order to analyze laminate impact on yield

loss, test values for 271460 dies are used,

but for each of these dies, laminate is

known: this information about the laminate

clearly distinguishes an unsupervised

analysis (clustering) to a supervised learning

(prediction case). The study will try to see if

it is possible to predict the laminate type

from test values for the dies.

• Furthermore, laminate type is a nominal

data: thus, machine learning approach will

speak about a classification analysis.

The case study is fitting with a classification analysis used, typically in a

prediction context, here for root cause searching.

Correlation analysis Train-test-validation data
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• Among all the different machine

learning analysis that are possible in

JMP, the following ones were

performed for this issue:

o Nominal Logistic in Fit Model

menu

o Partition or Tree

o Bootstrap Forest (that is an

ensemble model) (100 trees

implemented here)

o K Nearest Neighbors

o Naives Bayes

o Support Vectors Machines

o Lastly, 2 neural models with

different

Ensemble models:

ex: Boostrap Forest

• Improve model

performance by

combining

multiple models

• Ensembles can

be of any learning

algorithm,

including both

classification and

regression

• Same model but not same training data … Bootstrap aggregating or bagging: bagging is a technique of

building many decision trees at a time by randomly sampling with replacement, or bootstrapping, from the

original dataset. This ensures variety in the trees, which helps to reduce the amount of overfitting.

• Nominal Logistic: this model minimizes a specific cost function (called logit or sigmoid function), which makes it appropriate for classification.

• Partition or Tree: a decision tree classification is a simple algorithm which builds a decision tree. Each node of the decision tree includes a condition on

one of the input features.

• A Random Forest is made of many decision trees. Each tree in the forest predicts a record, and each tree "votes" for the final answer of the forest.

• K Nearest Neighbor classification makes predictions for a sample by finding the k nearest samples and assigning the most represented class among

them. This algorithm requires storing the entire training data into the model. This will lead to a very large model if the data is larger than a few hundred

lines. Predictions may also be slow.

• Naive Bayes classifiers are a family of simple "probabilistic classifiers" based on applying Bayes' theorem with strong

(naïve) independence assumptions between the features.

• Support Vector Machine is a powerful ‘black-box’ algorithm for classification. Through the use of kernel functions, it can learn complex non-linear

decision boundaries (ie, when it is not possible to compute the target as a linear combination of input features). SVM is effective with large number of

features.

• Neural Networks are a class of parametric models which are inspired by the functioning of neurons. They consist of several “hidden” layers of neurons,

which receive inputs and transmit them to the next layer, mixing the inputs and applying non-linearities, allowing for a complex decision function.

Machine Learning models implemented here Each model in some words…

An ensemble model: what is it ? Bootstrapping to reduce overfitting…
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• Confusion matrix:

In predictive analytics for binary

classification, a confusion matrix

is a table with two rows and two

columns that reports the number

of false positives, false

negatives, true positives, and true

negatives. This allows more

detailed analysis than mere

proportion of correct

classifications (accuracy). In a

multiclassification problem,

confusion matrices can have more

categories.

Metrics and model evaluation methods in machine learning Confusion matrix and ROC curve
• ROC curve:

A receiver operating characteristic

curve, or ROC curve, is a graphical

plot that illustrates the diagnostic

ability of a binary classifier system

as its discrimination threshold is

varied. The ROC curve is created by

plotting the true positive rate (TPR)

against the false positive rate (FPR)

at various threshold settings. The

true-positive rate is also known

as sensitivity, recall or probability of

detection. The false-positive rate is

also known as probability of false

alarm. (Source: Wikipedia)

Metrics:

• Accuracy = (TP + TN)/(TP + TN + FP + FN)

• Precision : Out of all the examples the classifier

labeled as positive, what fraction were correct?

Precision = TP/(TP + FP)

• Recall : Out of all the positive examples, what fraction

did the classifier pick up?

Recall = TP/(TP + FN)

• Precision is more important for us than Recall when

getting a False Positive is very costly

• Recall is more important for us than Precision if

classifying any true positive into negative reaches to

an apocalypse

• Tweaking a classifier is a matter of balancing what is

more important for us: precision or recall.

• It is possible to get both in a single measure : the F-

Score ( or F1-Score or F-Measure)

F1 is the harmonic mean of precision and recall, when

the “average” of ratios (percentages) is needed.

F1 = 2*P*R/(P+R)

Learning curve Validation curve

Variable contribution / importance

• In machine learning, a learning

curve (or training

curve) plots the optimal value of

a model's loss function for a

training set against this loss

function evaluated on

a validation data set with same

parameters as produced the

optimal function. It is a tool to

find out how much a machine

model benefits from adding

more training data and whether

the estimator suffers more from

a variance error or a bias error.

If both the validation score and

the training score converge to a

value that is too low with

increasing size of the training

set, it will not benefit much from
more training data. (Source:
Wikipedia)

• A validation curve is an important diagnostic tool that shows

the sensitivity between to changes in a Machine Learning

model’s accuracy with change in some parameter of the

model.

• A validation curve is used to evaluate an existing model

based on hyper-parameters and is not used to tune a model.
(Source: Wikipedia)

• Variable contribution table and variable importance

plot allow to interpretate the models and to explain

the issue by highlighting the key features with the

highest contributions.

• Unfortunately, all the models do not offer this

interpretability: for example, a neural network is

more a black box.

Test contribution for the Bootstrap Random forest in JMP

Confusion matrix (Source: Wikipedia) ROC curve (Source: Wikipedia)

Learning curves (Source: Wikipedia) Validation curves (Source: Wikipedia)
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• The 8 models are separately built on the input table

• Then, all the models are compared by JMP comparison capability

through the ‘Formula Depot’ platform.

• If Neural models are excluded because of their low interpretability in

this root cause problem searching case for which an understanding of

the key factors is highly looked for in order to react against them, it

appears that Nominal Logistic model is providing the best fitting.

JMP file Model comparison Nominal Logistic model

• Input table is saved in the JMP file:

‘Final_tests_vs_channels_vs_laminates_8tests.jmp’

• Nominal Logistic model

is resulting to a 4.80%

mean misclassification

rate

• ROC curve proves

model goodness

• Parameter estimates

offer good clues to

understand on which

tests laminate type

change is observed.

Neural networks Conclusion
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• JMP offers a strong platform in

machine learning modeling, model

evaluation and comparison, very

comparable to Python capabilities,

without the need from a user, to know

how to code in Python

• Furthermore, JMP provides a utility to

convert a machine learning JMP script

into a Python code that may be used to

deploy a model elsewhere in a Python

environment

• In this case study of a yield loss on a

WLAN product, machine learning in

JMP succeeded to greatly help the

engineers in different steps in the Root

Cause Problem Solving.

ROC curve in JMP

Confusion matrix in JMP

Parameters estimates and their confidence intervals in JMP for the 

Nominal Logistic model

• Here is the most complex neural network among the 2 ones implemented in this case study

• Modeling result is very high in term of confusion rate and variability explainability

• But interpretability is too small in this RCPS case, and another model has to be preferred.
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