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ABSTRACT. Geostatistical cluster analysis is routinely applied to decompose mixed data sets, which contain samples with discrete spatial information that puts the data into a relevant geographical context. Various methods exist for this purpose; however, where the individual clusters are intertwined with irregular, discontinuous or complex geometries, conventional methods struggle or fail. Therefore, a new approach has been developed in JMP® and implemented exclusively with JMP® scripts. After an initial estimate of the statistical moments of the underlying components, a series of search trees are built through the sample grid and samples are allocated to one of the conceptual target populations, depending on their probability density functions. Thus the mixed data set is split into its components while maintaining the spatial relationship within and across individual clusters. This method has been developed for the mining industry to domain the phases of multistage mineralizing events of complex ore bodies; but possible fields of application include virtually all disciplines of natural sciences (e.g. environmental research, hydrology, biology, agriculture, etc.) and every other discipline where the spatial position of the data matters (such as pattern recognition, image processing, logistics and marketing).

INTRODUCTION

In natural sciences in general and ore geology in particular, bi- or multimodal systems are common and well documented (e.g. BRAMMER, 2012; DOMINY et al., 2003; McFARLANE et al., 2011). Systematic sampling of such systems leads to correspondingly bi- or multi-modal data sets. In the presence of a relatively small, but very influential outlier population within the principal area of interest, the histogram of the resulting single data set comprising samples from two, or more, underlying populations is highly skewed and long-tailed. Prior to any meaningful analysis, it is required to decompose the data set into its two (or more) components, herein called ‘domains’.

Conventionally, domains are delineated physically by creation of regions, commonly through manually digitized polygons or 3-dimensional solids. In practice, the definition of the domains is often based on nominal threshold values. In the field of ore geology, STEGMAN (2001) and EMERY & ORTIZ (2005) pointed out the concerns associated with domaining by rigid thresholds, but these concerns are universal and applicable to every other discipline that deals with discretely arranged spatial data. And they are particularly true for bi-modal systems where the histograms of the individual populations are likely to overlap: Samples from the lower tail of the outlier population would be assigned to the principal domain and vice versa, resulting inevitably in inappropriate domain boundaries and geometry.

Alternatively, domains could be demarcated using geostatistical cluster analysis. Cluster analysis measures the degree of similarity, or dissimilarity, between individual observations and then attempts to group these observations into subsets (called clusters, or again – in this context – domains). Several algorithms have been suggested for data sets within a spatial, that is, a geostatistical framework (e.g. ALLARD & GUILLOT, 2000; ROMARY et al., 2012). AMBROISe et al. (1995) proposed model-based clustering through expectation-maximization (EM) that relies on the assumption that the data are drawn from a particular distribution.

Irrespective of the choice of currently available methods, domaining is expected to be difficult,
unreliable or simply impractical when the features of one of the domains (usually the outlier domain) are particularly narrow, discontinuous or complex in their geometry and/or orientation such as, for instance, cross cutting late stage veins or irregular stockworks, as frequently described from so called high-nugget gold deposits. For these types of bi-modal systems, this paper proposes an alternative strategy: Domaining is carried out in repetitive trial-and-error searches along paths throughout the sample grid. Samples are progressively allocated to one of the domains according to the statistical properties of the expected underlying components. The method is described below.

CONCEPT & METHODOLOGY

Let us assume a bi-modal system that has been regularly sampled. The distribution of the single data set comprising the two components is equally bi-modal. If both components are approximately normally (or log-normally) distributed, then the mean and spread of the individual components, as well as the probability ratios (that a sample belongs to one or the other domain), can be estimated. Several methods are available to assess the components of a mixed distribution, ranging from simple visual estimates to complex statistical solutions (e.g. McLoughan and Peel, 2000).

Once these critical parameters are established, probability density functions are generated and used to set up the target histograms of the expected domains. This allows the determination of the number of samples belonging to each domain for any given grade range, as a central condition for the discrimination process during the search – once the maximum of samples for a given grade range has been reached for one of the two target domains, the sample in question must belong to the other domain.

The search itself is conducted on a trial-and-error basis. It starts from a randomly chosen seed location within the sample grid whereby the sample potentially belongs to the smaller outlier domain. Samples within a specified neighbourhood are then investigated and those samples that would fit into the target histogram of the outlier domain are tagged and added to the respective grade bin. Subsequently, the neighbourhoods of the tagged samples are investigated, and so forth, thus building a progressive search tree through the sample grid. The individual branches of the search tree stop when no sample in the neighbourhood satisfies the target histogram, which is the case when the search has entered the principal domain and the lower tail of the target histogram has been filled up.

Once the search is interrupted, a new, untagged seed sample is chosen and the build-up of a new search tree recommences. This procedure continues until all samples that potentially belong to the outlier domain have been investigated, with paths eventually through, and along, all possible outlier clusters.

Since the result of a single run depends strongly on the sequence of the seed samples, it is recommended to be repeated the entire process sufficiently often, with identical, but ideally also with different search parameters such as varying search directions and anisotropy ratios, in order to capture complex and irregular features.

Finally, the results of the multiple search runs are averaged to produce a map that shows for each sample the probability of belonging to the outlier domain.
EXAMPLE

Given is a data set sampled from a synthetically simulated 2-dimensional grid – see Figure 1a. The principal domain (Domain 1) strikes NNE, with somewhat stronger values along the edges and lower values in the central portion. The upper outlier domain (Domain 2) occurs in narrow, well defined zones that cross-cut the principal domain – see Figure 1b. The bi-modality is clearly exposed, with the two underlying components approximately normally distributed – see Figure 2 - and the critical parameters of the two populations can be estimated. In this case, Domain 2 consists of 75 samples with a mean of 2.5 and a standard deviation of 1.05.

For the search runs, the target histogram of Domain 2 has been set up to consist of 6 grade bins. Each grade bin comprises the range of 1 standard deviation and the number of samples is determined by the 3-sigma rule for normal distributions: 68% (of a total of 75 samples) lie within 1 standard deviation from the mean, 95% (or approximately 70 samples) within 2 standard deviations.

Figure 1
Maps showing the sample data: (a) coloured by value, (b) coloured by domain green: Domain 1, blue: Domain 2

Figure 2
Distributions of the data: (a) histogram and normal quantile plot of the mixed population. Green line: estimated mean of Domain 2, (b) histogram and probability density function (red curves) of the component populations. Light green: Domain 1, dark green: Domain 2
Three omni-directional search runs have been carried out, using JMP® scripts and the JMP® platform, with 10, 25 and 50 search repetitions respectively. Results are shown in Figure 3, with those samples selected and highlighted that have the highest probability of belonging to Domain 2 when the probability cut-off was set to yield a sample size that corresponds approximately with the estimation (i.e. 75 samples). The maps illustrate that the quality of the result increases with the number of search repetitions, as expected. After 50 search runs, Domain 2 has been mapped out well, as the probabilities attached to samples from the low grade Domain 1 have been gradually reduced to a level where they fall below the sample size cut-off.

**DISCUSSION**

In this paper, a new strategy has been proposed to decompose highly skewed and long-tailed, bi-modal data sets. It is based on the premise that bi-modality, where present, is correctly identified and that the distributions of the two underlying component populations can be adequately estimated prior to the actual domaining process. Domaining is then conducted during repetitive, progressive searches through the sample grid by discriminating samples according to the expected target histograms of the domains. The proposed method is computational inexpensive and incorporates three properties that are considered favourable for its practical implementation:

i. besides the initial estimate of the component populations, the process does not require any expert input. This makes it suitable for universal and routine everyday use;

ii. results are not presented as categorical sets of clusters, but in form of probability maps that acknowledge the possibilities of misallocation. This enables the user to keep editorial control over the final product; and

iii. the method is easily applicable with commercial off-the-shelf statistical software (such as JMP®)
The proposed method has been developed for the mining industry to domain the various phases of multistage mineralizing events of complex ore bodies; but possible fields of application include virtually all disciplines of natural sciences (e.g. environmental research, hydrology, biology, agriculture, etc.) and every other discipline where the spatial position of the data matters, such as pattern recognition, image processing, logistics and marketing.
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