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•  Building	models	is	oFen	an	exploratory,	
iteraIve	process	that	can	result	in	many	saved	
models.		The	new	Formula	Depot	in	JMP13	Pro	
provides	a	workflow	to	save,	compare,	and	
score	models	without	cluMering	your	data	
table.	

•  Prior	to	building	models	one	may	need	to	
screen	a	large	number	of	factors	to	idenIfy	
those	with	modeling	potenIal.	The	JMP	
predictor	screening	plaPorm	is	one	tool	for	the	
job.	

•  Once	a	smaller	set	of	factors	is	idenIfied	then	
the	generalized	regression	personality	in	the	fit	
model	plaPorm	is	a	tool	for	model	building	and	
further	factor	selecIon.	Generalized	regression	
opIons	include	various	algorithms	and	
validaIon	opIons	to	facilitate	factor	selecIon	
and/or	minimize	over	fiUng.		

•  The	generalized	regression	capabiliIes	have	
been	expanded	in	JMP	Pro	13	to	include	more	
types	of	models,	more	fiUng	algorithms	and	
model	visualizaIons,	such	as	ROC	curves	and	
profilers.			

•  Predictor	screening	uses	bootstrap	forests	to	
idenIfy	strong	predictors	from	a	pool	of	
predictors.	

•  Because	of	the	randomness	in	the	procedure,	
results	from	re-running	the	analysis	will	shiF.		
The	larger	the	set	of	predictors,	the	more	
variability	you	will	see	in	the	results	across	
runs.	

•  I	typically	run	predictor	screening	at	least	3	
Imes	and	look	at	the	overall	list.	

Abstract Predictor Screening Formula Depot 
•  The	FD	is	a	“container”	(a	*.jrp	file)	that	holds	
formulas	(remember	a	model	is	a	formula).		

•  From	many	modeling	plaPorms	you	now	have	
the	opIon	to	“publish”		your	model.		This	saves	
the	predicIon	formula	to	the	Formula	Depot	
rather	than	to	your	data	table.		

•  Once	you	have	a	models	in	the	FD	you	can	
compare	them	with	the	model	compare	or	
profiler.	

•  You	can	run	the	model	to	add	it	to	your	data	
table	or	to	add	it	to	any	data	table.	However,	
be	careful,	if	your	column	names	or	data	
structures	change	between	tables	your	model	
will	not	run.	For	example,	if	you	build	a	model	
with	a	gender	column	coded	as	M	and	F	but	try	
to	run	it	in	a	data	table	with	gender	as	Male	
and	Female	the	model	will	not	run.	Recode	is	a	
simple	fix.	

•  For	those	who	need	a	model	outside	of	JMP	
you	can	score	the	model	from	the	FD.	This	will	
translate	the	JSL	code	into	another	coding	
language	(C,	Java,	Python,	SQL,	or	SAS)	for	
implementaIon	outside	of	JMP.	

Generalized Regression 

•  The	generalized	regression	plaPorm	is	my	go-
to	plaPorm	for	model	building.		

•  Workflow	improvements	in	JMP13	include	
• Re-launch	with	acIve	effects	
• ROC	curves	(for	categorical	responses)	



Analyze	>	Screening	>	Predictor	Screening	

Y,	Repsones	=	SampleGroup	=	Gender	(10	male,	10	female)	
X	=	Predictors	=	1310	proteins	

Predictor	Screening	Launch	Window	 Predictor	Screening	Report	Window	

The	report	window	lists	the	predictors	based	on	their	contribuIon	
from	a	bootstrap	forest	model.	I	use	this	as	an	exploratory	tool	to	
help	select	predictors.	I	am	most	interested	in	the	top	predictors.	
The	PorIon	column	and	corresponding	bar	chart	help	to	idenIfy	
how	many	of	the	predictors	I	may	wish	to	explore	further.	
	
	



Analyze	>	Fit	Model	:	Generalized	Regression	Personality	

Model	Launch	Window	

Tip	#1:	Predictor	Screening	report	is	linked	to	the	data	table,	highlight	
column	in	the	report	to	select	in	the	data	table	then	click	Add	in	the	
model	launch	window.	
Tip	#2:	Save	the	predictor	screening	results	to	a	data	table	(right	click	>	
Make	into	Data	Table)	then	copy	column	names	from	this	table	and	
paste	into	the	model	dialog.	
Tip	#3:	Select	columns	of	interest	and	then	use	column	reorder	to	place	
them	together	in	your	data	table.	

Next	Slide	



Analyze	>	Fit	Model	:	Generalized	Regression	Personality	

Tip	#1:	Click	on	column	heading	to	sort	by	that	column.	
Tip	#2:	Red	triangle	>	Regression	Reports	>	AcIve	Parameter	
EsImates.	
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Red	triangle	>	DiagnosIc	Plots	>	ROC	Curve	

Tip	#3:	AUC	=	1	could	suggest:	
	a.	I	can	reIre	
	b.	My	model	is	too	good	to	be	true	and	when	I	score	verificaIon	data	I	will	

look	like	a	fool	
	c.	I	am	modeling	something	that	is	obvious	such	as	here	where	I	am	

modeling	gender	as	a	funcIon	of	proteins	and	it	is	not	surprising	that	we	can	find	a	
“gender”	protein.	This	can	be	very	useful	as	gender	could	impact	your	outcome	and	
having	a	gender	marker	in	your	diagnosIc	algorithm	keeps	you	from	having	to	
import	clinical	data	(subject	to	clerical	errors).	

	d.	my	data	is	“messed	up”	
	e.	none	of	the	above,	all	of	the	above,	some	mix	of	the	above	

	
Tip	#4:	Red	triangle	>	Relaunch	with	AcIve	Effects.	



Analyze	>	PredicIve	Modeling	>	Formula	Depot	

Parameter Estimates for Original Predictors

Term
Intercept
Log[PIANP]
Log[PARC]
Log[MIC-1]

Estimate
-448.304

15.878173
14.453661
29.227663

Std Error
38.514794
1.9352238
2.4618091
4.3167483

Wald
ChiSquare
135.48464
67.319159
34.470452
45.84318

Prob >
ChiSquare

<.0001*
<.0001*
<.0001*
<.0001*

Lower 95%
-523.7916
12.085204
9.6286038
20.766992

Upper 95%
-372.8164
19.671142
19.278718
37.688334

Red	triangle	>	Save	Columns	>	Publish	PredicIon	Formula	

Red	triangle	>	Rename	New	Column	

Red	triangle	>	Run	Script	

Red	triangle	>	Show	Scripts	

Code	generaIon	for	use	of	models	outside	of	JMP!	
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