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Root Cause Analysis of QN Fix Cycle time

Graphical Root Cause Analysis Summary

Compare Fit Model, Partition, Neural Model 

Hybrid Text Mining & Data Mining Analysis 

Take Away Learnings



Histogram – 1st Layer of Root Cause Analysis of QN Fix Cycle time
▪ What scenarios impact on QN fix cycle time? The impact is endurable?

▪ Criteria: within 5 days (In spec, success analysis); over 5 days (out of spec ,failure analysis)

▪ Use Histogram Conditional Mosaic Plot to conduct both Success Analysis and Failure 
Analysis
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SA

FA
workmanship and MFG rework seem to have quick response and better fix cycle time 

Dimension issue might take more fix cycle time 

Defect type may be a key factor (X1) to 

impact fix cycle time



Graph Builder Box Plot – 2nd Layer of Root Cause Analysis4

▪ Plot continuous fix cycle time vs. nested structure(categorical country X3 under 

containment X2)

» The cycle time of Replacement is much longer than other containment actions

» Containment should be one of important factors to impact on fix cycle time
5 points

Observed skewed distribution 

by Box Width, Whisker Length

◼ Box plot is a non-

parametric tool 

to use Median as 

central tendency

At least 7 points to detect the first outlier, otherwise it 

becomes whisker (skew) problem when sample size 

is less than 7 
◼ How to handle 

marginal outliers 

which are within 2 

s GRR noise from 

the whisker?

Containment (X2)

Country (X3)
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Graph Builder Heatmap – 3rd Layer of Root Cause Analysis
▪ Add back categorical “defect type (X1) ” on Y axis, color for fix cycle time

▪ Use 8 x 9 layout (balanced) to quickly catch out the max / min cycle time scenarios

▪ Replacing TW Damage parts is the worst case for cycle time

▪ Replacing USA Dimension issue parts is the 2nd worst scenario.
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Containment (X2)

Country (X3)

Except for Dimension and Damage 

defect, others are easy to quickly 

fix – SA inference



Pareto Chart – 4th Layer of Root Cause Analysis

▪ Replacing TW damage & CVD-SF

▪ Replacing USA Dimension & CVD-Lid
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» Per previous inference : Except for Dimension and 

Damage, other defects are easy to quickly fix 

» USA, Functional, Workmanship & CVD-MT

▪ Add additional factor “workstation (X4)” in Pareto Chart to visualize frequency event 

Replacement All Containments
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What we’re more interested in, pass/ fail frequency or pure cycle time?

Country(X3)

> 5 days CT ≤ 5 days CT
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Tabulate – 5th Layer of Root Cause Analysis

▪ Show average and count on Tabulate table to do further comparison

▪ FA: CVD-SF Replacement TW damage issue 

▪ SA: CVD-MT MFG rework USA Workmanship issue
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Root Cause Analysis Summary
▪ Use different Graphical JMP Platforms in Engineering and Logical Sequence to conduct deeper Root 

Cause Analysis

▪ 1st Layer Histogram: set Conditional Mosaic to investigate both SA and FA

▪ 2nd Payer Box plot: know how to investigate the process special variations (skewness, outliers)

▪ 3rd Layer Heatmap plot: narrow down the SA/FA root cause analysis scope to Defect Type X Country 
Square

▪ 4th Layer Pareto Chart: conduct 2-dimensional Pareto Chart from previous Heatmap results

▪ 5th Layer Tabulate: visualize the Pivot Table on integrating the previous layers of Root Cause Analysis

▪ Identify the Potential inputs (Xs) to Predict the QN fix Cycle Time

▪ 1st Layer Histogram: Defect type (X1)

▪ 2nd Layer Box plot: Containment (X2), Country (X3)

▪ 3rd Layer Heatmap: Defect type (X1), Containment (X2), and Country (X3)

▪ 4th Layer Pareto Chart: Defect type (X1), Containment (X2), and Country (X3), Workstation (X4)

▪ 5th Layer Tabulate: Narrow Down to Damage (Defect type X1), Replacement (Containment X2), TW 
(Country, X3), CVD-SF (Workstation X3)

▪ Next Step: Build a model to predict the QN fix Cycle Time (Validation of Root Causes)
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Model Selection and Comparison 
▪ The fit model challenge:

▪ Skewed distribution: log transformation -> no help 

▪ All input variables are categorical type (filter out 
60% of workstation category, R–square increase 
by 6%)

▪ Dependency among categorical variables (low 
risk)
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▪ Partition tree model:

» Distribution free model

» Split base on data available

» Little overfit concern 

» Recursive split 

» Random Forest Predictor Screening

▪ Neural Network model:

» Strong transformation model

» Two steps (training & validation) model

» Significant overfit concern 



(1) Fit Model – Main Effect Only
▪ R square ~ 30% is not adequate due to severe right skewness

▪ Observed significant lack of fit risk though Max R-Square ~ 47%

▪ Log transformation won’t help model fit much

Use Log transformation of the cycle time variable to transform the 

skewed cycle time distribution 
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▪ Model Augmentation

▪ Discuss with SME and 
select a new output 
variable (Y)

▪ Add 5th input variable 
(Workstation ,X)

▪ R square has been 
improved around 20%

▪ Baseline Model

▪ Model is not adequate (R 
square 37.9%)

▪ Originally 4 input 
factors
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(2) Partition Tree Model – Model Improvement & Comparison

▪ Model Simplification

▪ Utilize Pareto principle 
and data filter to screen 
any minor data category

▪ Total sample size 
decrease to 270 from 426

▪ R square improve around 
6%



▪ 16% R-square 
Improvement

▪ 0% R-square 

Improvement
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Model Augmentation (R-square improved by 20%)
▪ Another 4% R-Square  

improve

• Add X factor: MFG Workstation (the 

NO.2 ranking, around 28%)

• UD code less critical after adding 

workstation

• Change X factor: Containment from 

UD code 

Top two input (X) factors in rankings: Defect type & Country → Defect type & Workstation



▪ Previous model augment includes 
all categories & data

▪ Plus: considering all scenarios

▪ Drawback: too many categories might 
dilute prediction power
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Model Simplification (R-square improved by 6%)
▪ Simplify dataset by filtering out minor 

categories with fewer counts to improve 
prediction power

▪ Remove 60% categories of Workstation 

▪ Total amount (N) decreases to 270 from 426 (156 
excluded)



Partition Tree Model Optimization – Min & Max QN Cycle Time
▪ The major contributor are Defect type & Workstation ~ 80% 

(Pareto Concept)

▪ According to prediction profiler of the method,

▪ The best scenario (min cycle time) :Labeling, PVD-M

▪ The worst scenario (max cycle time) :Damage, CVD-MT
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Doesn’t country impact QN fix cycle time? Is it right?



Model Limitations: Recursive Partitions
▪ Recursive partitions (sequential dependency risk) 

▪ Factor “country” is split 6 times, and only 1 time 
happened in the higher cycle time cluster.

▪ Such recursive dependency limitation may impact 
the predictive model
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Neural Network (Artificial Intelligence)

▪ Observe severe overfit concern between training and validation R square

▪ Overfit: > 20% R-Sq between Training Set (building model), and Validation Set (fitting model)

▪ Too aggressive Black-Box transformation to build a model with training set (too good to be true)

▪ The major contributor : Workstation
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Model Comparisons and Selection
▪ Root Cause Analysis: Damage issue (defect type), Replacement (containment), TW 

(country), CVD-SF (workstation) is the worst scenario with longer QN fix cycle time 

▪ Neural Model has the identical scenario as the graphical root cause analysis

▪ Only concern on the Overfit risk

▪ The 3 models have very close prediction on the worst cycle time within 1.2 Days
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Fit Model

Partition

Neural



Text Mining and Data Mining Hybrid
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Over 5 days fix cycle time have strong 

relationship with “Replace, rework, dimension, 

F10246”

▪ Search keywords from QN Database (Categorical and Text Variables)

▪ Convert the Keywords information to Binary Indicators 

▪ Conduct the further Data Mining- Root Cause Analysis On F10246 Case

F10246 indicator
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Take Away Learnings
• JMP Graphical Platforms are powerful to conduct deeper root cause analysis 

through Engineering, Logical, Data-Driven process

• Compare and Select more appropriate JMP Model from Classical Fit Model to 

modern Partitions and Neural Network by knowing the model limitations and risks 

connecting to previous Graphical Root Cause Analysis

• Conduct the Hybrid Text Mining and Data Mining Root Cause Analysis on the 

Complicated QN Database

• THANK GCI MBB Charles Chen as my Project Mentor
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